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In social sciences, sequence analysis is being more and more widely used
for the analysis of longitudinal data such as life courses (Abbott and Tsay,
2000; Aisenbrey and Fasang, 2010). Life courses are described as sequences,
categorical time series, which constitute of one or sometimes multiple parallel
life domains (Gauthier et al., 2010). Sequence analysis is a model-free data-
driven method that is used for computing the (dis)similarities of sequences.
Often the goal is to find typical and atypical patterns in histories using cluster
analysis, usually with Ward’s hierarchical method which minimizes the total
within-cluster variance (Ward, 1963).

To a great degree, choosing the best clustering result and the number
of clusters is a subjective choice. Also, describing, visualizing, and compar-
ing large sequence data with multiple life domains is complex. We suggest
methods for using hidden Markov models (Rabiner, 1989) for solving both
problems.

The methods are tested and illustrated using data from the German Na-
tional Educational Panel Survey (NEPS; Blossfeld et al., 2011). We focus
on life courses of an age cohort of 1731 individuals born in 1955-1959. Each
individual is represented by three sequences corresponding to different life
domains: studies and work, partnerships, and parenthood. Sequences con-
tain 434 monthly statuses between the ages 15-50. Altogether 306 individuals
have some missing information in one or at most two life domains.

Hidden Markov models are constructed using a single transition matrix
(transitions between underlying life stages) but three emission matrices (ac-
tual observed states emitted by the life stages). This way the number of
observed states is much lower than if the life domains are combined (e.g.
8+5+2=15 states instead of 8*5*2=80 states). Also, only partly observed
states that contain missing information in some life domains can be more
efficiently accounted for. This allows a more parsimonious representation of
the model, as well as a more accurate inference of general life stages.

At first, Ward’s agglomerative clustering algorithm based on generalized
Hamming distances (Hamming, 1950) is used to give initial clustering solu-
tions to start with. We test two different options.

1. The initial clustering solutions are assumed fixed, and for each cluster
an independent hidden Markov model is estimated. The goal is to find



the correct number of clusters and hidden states and to find the hidden
state paths for individuals. This is a simpler approach in terms of
computations and interpretability.

2. The initial clustering solution is used to calculate the membership prob-
abilities of each cluster and other starting values of block-HMM which is
fitted to the whole data. In the block-HMM the transition and emission
matrices are independent block matrices and the initial hidden states of
each sequence define the cluster memberships. Although computation-
ally heavier than the first option, this is an intuitively simpler approach
which takes account of clustering uncertainty in a probabilistic way –
the membership is not fixed but a random variable based on the initial
states.

After finding the final HMMs, we want to find the most probable paths
of hidden states for each individual, as well as the optimal hidden state path
given all the sequences in the cluster, i.e. the representative sequence. The
first goal is achieved by the standard Viterbi algorithm (Viterbi, 1967). For
the latter goal we present a multivariate extension of the Viterbi algorithm.
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