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IN this paper we consider tests for error autocorrelation (AC) in vector
autoregressive (VAR) models when the errors are conditionally heteroskedas-
tic.

The K-dimensional vector of time series variables Xt is assumed to be
generated by a vector autoregressive (VAR) model of order p:

Xt = µ+ Π1Xt−1 + · · ·+ ΠpXt−p + εt, t = 1, . . . , T. (1)

The error process {εt} is assumed to have mean zero and covariance matrix
Ω, nonsingular and positive definite. The Breusch–Godfrey (BG) Lagrange
multiplier (LM) test (see e.g. Godfrey 1991) assumes a VAR(h) model for
the error terms under the alternative:

εt = Ψ1εt−1 + · · ·+ Ψhεt−h + et. (2)

The LM statistic can be computed from an auxiliary regression

ε̂t = µ+ (Z′t ⊗ IK)φ+ (Ê′t ⊗ IK)ψ + et, (3)

where Z′t = (X′t−1, . . . ,X
′
t−p), φ = vec(Π1, . . . ,Πp)

′, Ê′t = (ε̂′t−1, . . . , ε̂
′
t−h)

and ψ = vec(Ψ1, . . . ,Ψh)′. The symbol ⊗ denotes the Kronecker product
and the symbol vec denotes the column vectorisation operator. The LM
statistic is given by

QLM = T ψ̂′(Σ̂ψψ)−1ψ̂, (4)

where ψ̂ is the generalised least squares (GLS) estimate of ψ from the auxil-

iary regression, Σ̂ψψ is the block of(
T−1

T∑
t=1

[
Êt ⊗ IK
Zt ⊗ IK

]
Ω̂−1

[
Ê′t ⊗ IK Z′t ⊗ IK

])−1
(5)

corresponding to ψ and Ω̂ = T−1
∑T
t=1 εtε

′
t.

The asymptotic QLM test is invalid if the errors are conditionally het-
eroskedastic. Tests based on heteroskedasticity-consistent covariance matrix
estimators (HCCME) are asymptotically valid. We show in simulation exper-
iments that asymptotic tests are oversized, whereas asymptotic tests based on
the HCCME can be seriously undersized and have low power in the presence
of strong persistence in volatility in the form of ARCH errors. Wild bootstrap



(WB) tests perform well both when the errors are independent and identi-
cally distributed (IID) and conditionally heteroskedastic. WB tests based on
the HCCME have the smallest error in rejection probability in finite sam-
ples. Another result of practical importance is that WB tests based on the
HCCME have much lower power than WB tests without the HCCME.

Table 1 shows the size and Figure 1 the simulated power functions for
K = 2, T = 100, h = 1, 4 and 12, and constant conditional correlation
generalised autoregressive conditional heteroskedasticity (CCC-GARCH) er-
rors with ARCH parameters 0.08, GARCH parameters 0.9 and conditional
correlation coefficient 0.5.
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Figure 1: Simulated power functions of the QLM tests for error AC

Table 1: Size of asymptotic and WB QLM tests for error autocorrelation

h QLM QHCCME
LM QWB

LM QHCCME,WB
LM

1 0.074 0.034 0.054 0.051
4 0.082 0.013 0.053 0.051
12 0.061 0.000 0.055 0.052
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